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ABSTRACT

In Malaysia, the mortgage applications of the low income group are usually

rejected by banks and financial institutions as they have poor credit scores due

to too little or even no credit history. Therefore, they normally rent a property,

but their rental payment history does not accountable in the mortgage

applications. This study aims to reduce the credit unscorable of low income

group with limited credit history. In this study, the logistic regression is applied

to compute the credit score of tenants based on their characteristics, without

relying on the tenant’s credit history. The penalized maximum likelihood

estimation with ridge regression is utilized to find the parameters of the logistic

regression model as the existing separation in training data. The initial 9 factors

considered affecting tenants’ credit score were gender, age, marital status,

monthly income, household income, expense-to-income ratio, number of

dependents, previous monthly rent and number of months late rental payments.

The marital status factor was then removed from the logistic regression model

as it is insignificant to the model. Meanwhile, k-fold cross-validation with Grid

Search was applied to determine the appropriate regularization strength value

for maximum likelihood estimation. The main factors of the tenant’s credit

score are the number of months late payment, gender, expense-to-income ratio,

previous monthly rent and age. Besides, there is no underfitting or overfitting

in the proposed credit scoring model. Meanwhile, the accuracy of the proposed

tenant’s credit scoring model on testing data is 0.90. Lastly, a graphical user

interface was developed for tenant’s credit scoring.
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ABSTRAK

Di Malaysia, permohonan pinjaman gadai janji golongan berpendapatan rendah

lazimnya ditolak oleh bank dan institusi kewangan kerana mereka mempunyai

skor kredit yang rendah disebabkan ejarah kredit yang terhad atau tiada sejarah

kredit. Oleh itu, mereka biasanya menyewa hartanah, tetapi sejarah

pembayaran sewa mereka tidak dipertimbangkan dalam permohonan pinjaman

perumahan. Kajian ini menggunakan regresi logistik untuk mengira skor kredit

penyewa berdasarkan ciri-ciri mereka, tanpa bergantung kepada sejarah kredit

penyewa. Penalti anggaran kebolehjadian maksimum dengan regresi ridge

digunakan untuk mencari parameter model regresi logistik kerana pengasingan

dalam training data. Faktor awal yang dipertimbangkan mempengaruhi skor

kredit penyewa ialah jantina, umur, status perkahwinan, pendapatan bulanan,

pendapatan isi rumah, nisbah perbelanjaan kepada pendapatan, bilangan

tanggungan, sewa bulanan sebelumnya dan bilangan bulan lewat pembayaran

sewa. Faktor status perkahwinan kemudiannya dikeluarkan daripada model

regresi logistik kerana ia tidak penting kepada model. Sementara itu, k-fold

cross-validation dengan Grid Search telah digunakan untuk menentukan nilai

regularization strength yang sesuai untuk anggaran kebolehjadian maksimum.

Faktor utama skor kredit penyewa ialah bilangan bulan lewat pembayaran,

jantina, nisbah perbelanjaan kepada pendapatan, sewa bulanan sebelumnya dan

umur. Selain itu, tiada underfitting atau overfitting dalam model pemarkahan

kredit yang dicadangkan. Ketepatan model pemarkahan kredit penyewa yang

dicadangkan pada testing data ialah 0.90. Akhir sekali, satu graphical user

interface dibangunkan untuk pemarkahan kredit penyewa.
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CHAPTER 1

INTRODUCTION

1.1 Background of research

Affordable housing has always been a hot topic in numerous countries around

the world, including Malaysia. The National Housing Department Malaysia

(2019) stated that the median multiple methodology is implemented as the key

indicator to measure housing affordability in Malaysia. According to the

median multiple methodology, a house is deemed affordable if its price is not

over three times the annual household income. The median monthly Malaysian

household gross income decreased from RM5,873 in 2019 to RM5,209 in 2020

(Department of Statistics Malaysia, 2021). Therefore, affordable housing for

Malaysians with median household income is priced at RM187,524 and below.

Based on the National Property Information Centre (2022), the median house

price in 2021 is RM310,000, which is 1.65 times the price of affordable

housing.

The household income classification in Malaysia is divided into three

categories: B40, M40, and T20. The B40 represents the bottom 40% of the

Malaysian household group whose household income is below RM4,850 per

month. Meanwhile, M40 is the middle 40% of the household group whose the

household income is between RM4,850 to RM10,959 per month. And, the T20

represents the top 20% class with a household income of at least RM10,960

per month (Department of Statistics Malaysia, 2020). The housing issue has

become more severe as 20%, or about 600,000 households in the M40 group,
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have slipped into the B40 group due to the Covid-19 crisis in 2020 (The Star,

2021).

Therefore, some housing schemes are introduced by the government

in Malaysia to assist the M40 and B40 groups in owning a house, such as

Perumahan Rakyat 1 Malaysia (PR1MA), Program Perumahan Rakyat (PPR),

and the Rent-to-Own scheme (Liu & Ong, 2021). However, not all low

household income groups will benefit from the housing schemes due to limited

units. Thaker (2020) stated 48% demand for affordable homes while the supply

is only 28%. According to the Central Bank of Malaysia (2018), the key

reasons for mortgage rejection include insufficient income to support debt

repayment, adverse credit history, and inadequate financial documentation.

Additionally, due to borrowers’ age or poor credit scores, banks and financial

institutions reject 60% of mortgage applications of people looking to purchase

affordable housing (The Sun Daily, 2021).

In Malaysia, the Central Credit Reference Information System

(CCRIS) is a system created by the Central Bank of Malaysia to synthesize the

credit information of borrowers without credit scoring and is available to every

financial institution. The CCRIS report shows the outstanding loans, special

attention accounts, and the number of approved or rejected loan or credit

facility applications made in the past 12 months (Ebekozien et al., 2019).

Moreover, Malaysians can obtain their credit reports with credit scores through

private credit reporting agencies in Malaysia, such as Credit Tip-Off Service

(CTOS) and RAM Credit Information Sdn. Bhd. (RAMCI).

In the past, credit bureaus such as Fair Isaac Corporation (FICO) and

Experian only set credit history as the credit score factor. The credit scoring

model that depends only on credit history cannot be used to gain credit scores

for those individuals with little or no credit history. As a result, some credit

bureaus have generated credit scoring models using additional non-financial

data, i.e., the use of rental payment records by Experian and the use of utility

data, evictions, and other variables by FICO (Djeundje et al., 2021). Besides,

the research papers that use non-financial data such as rental payment records,

utility data, criminal history, and delinquency also are reviewed by Njuguna &
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Sowon (2021). Some researchers utilized other non-financial data such as

individual characteristics, loan characteristics, and behavioural variables to

compute the probability of default or credit score (Lin, Li & Zheng, 2017;

Chamboko & Bravo, 2019; Adzis et al., 2020; Saha, Lim & Siew, 2021).

The chance of individuals who are lack credit histories to get a

mortgage will increase if financial institutions use non-financial data to develop

the credit scoring model. In this research, we focus on computing tenants’

credit scores based on their characteristics, monthly rent, and rental payment

behaviour, particularly the credit score of the B40 group who rents a house.

1.2 Problem statement

Individuals with too little credit history or thin files are referred to as ‘credit

unscored’ and those without any credit history are referred to as ‘credit

invisible’ (Njuguna & Sowon, 2021). According to the Central Bank of

Malaysia (2022), the minimum income eligibility for new credit card holders is

set at RM24,000 per annum. The B40 group with at least RM 2,000 monthly

income in rural areas can apply for a credit card, but some challenges are faced

such as internet connection problems and lack of financial education (Sharizan,

Redzuan & Rosman, 2021). The B40 category in rural areas is usually ‘credit

unscored’ or ‘credit invisible’, where they have no credit records or poor credit

scores due to insufficient credit history to support their mortgage application

(Turner & Walker, 2019; Djeundje et al., 2021). Hence, they normally rent a

property since they are not affordable to own. However, their rental payment

records are not accountable in mortgage applications.

Credit score has extended from banks to areas such as rental property,

car and home insurance (Njuguna & Sowon, 2021). For example, TransUnion

introduced “ResidentScore” which utilizes rental data to predict the likelihood

of an eviction (TransUnion, 2021). In addition, Turner & Walker (2019) showed

that adding rental payment data as a factor in FICO and VantageScore credit

scoring models tends to reduce credit unscorable dramatically. Therefore, in this

research, a credit profile for the tenants based on their rental payment behaviour

such as late payment is proposed to measure the creditworthiness of tenants.
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This credit profile is aimed to increase the confidence of banks, future property

investors and developers to select the ‘credit unscored’ or ‘credit invisible’ B40

group as their potential customers. Besides, this credit profile has potential to

support the tenant’s mortgage application. Additionally, this credit scoring will

assist government agencies in offering the designated B40 group appropriate

solutions and incentives.

1.3 Objectives of research

The objectives of this research are

(i) to predict the probability of tenants defaulting based on their rental

information records by using the logistic regression model,

(ii) to analyze the effect of the factors considered on the tenant’s credit

score according to the values of logistic coefficients,

(iii) to evaluate the performance of the proposed tenant’s credit scoring

model, i.e., accuracy, precision, recall and area under the receiver

operating characteristic curve,

(iv) to develop a graphical user interface for tenant’s credit scoring using

HTML and Flask library in Python.

1.4 Scopes of research

In this study, multivariable logistic regression is implemented to develop a

credit scoring model based on tenants’ characteristics, monthly rent, and rental

payment behaviour. The 9 factors that are considered to affect the credit score

of tenants are their gender, age, marital status, monthly income, household

income, expense-to-income ratio, number of dependents, previous monthly rent

and number of months late payment. The landlord company, Homiee in

Malaysia is where the rental payment records are obtained. The parameters of

the multivariable logistic regression were also estimated using the maximum

likelihood method and thus, the probability of tenant’s default is generated.

Meanwhile, the tenant’s credit scoring model is proposed and the effect of the

factors considered on the tenant’s credit score is analyzed. Lastly, the
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performance of the proposed tenant credit scoring model is evaluated and a

graphical user interface is developed for the proposed model.

1.5 Significance of research

This study proposes a credit scoring model that is independent of credit history.

This study aims to increase the credit scorable of low income group with

limited credit history and hence might increase the approval rate of their

mortgage application.

1.6 Framework of research

This thesis consists of six chapters. The first chapter discusses the background

of research, problem statement, objectives of the research, scope of research,

significance of the research and framework of research.

The literature review of this research is discussed in Chapter 2. This

chapter introduces the existing credit scoring models in commerce, the factors

affecting credit score and the machine learning methods used to generate credit

scoring models in previous studies. Besides, the methods to evaluate the

performance of machine learning classier are presented. The machine learning

classier applied in this study is logistic regression. Therefore, the theory for

maximum likelihood estimation is reviewed to determine the parameters of the

logistic regression. The collected data may under separation or overlap. Thus,

penalized maximum likelihood estimation for solving separation is discussed in

this chapter. Meanwhile, the significance tests of the coefficient in logistic

regression are also mentioned to decide the significant factors of credit score.

Chapter 3 focuses on the methodology of this research. In this

research, the types of data considered as factors of credit score, linear

programming for separation detection and maximum likelihood estimation

method for logistic regression are investigated to achieve the objectives of this

research. Furthermore, the algorithm of the proposed credit scoring model,

factor reduction in model and the performance of logistic regression for

classification are also presented in this chapter.
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Besides, the proposed tenant credit scoring model is discussed in

Chapter 4. The parameters of the logistic regression model are obtained using

the maximum likelihood estimation method and hence the probability of the

tenant defaulting can be computed. The effect of the factors considered on the

tenant’s credit score and the performance of the proposed model is also

discussed in this chapter.

In Chapter 5, a graphical user interface for the proposed tenant’s credit

scoring is developed. Lastly, the conclusion of this research and

recommendations for future study are included in Chapter 6.
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CHAPTER 2

LITERATURE REVIEW

2.1 Credit scoring model

A credit score is a creditworthiness indicator used by banks and financial

institutions to determine their potential borrowers’ likelihood of defaulting on a

loan. The higher the loan applicant’s credit score, the higher the chance of the

loan application being approved. FICO score created by Fair Isaac Corporation

(FICO) and VantageScore introduced by United States national consumer

reporting agencies i.e., Experian, Equifax and TransUnion are common credit

scores used in the United States (Albanese, 2021). In Malaysia, the Credit

Tip-Off Service (CTOS) score is the most common credit score applied. The

three credit scores utilize similar factors, i.e., payment history, credit amounts

owed, length of credit history, credit mix and new credit but with different

proportions (Fair Isaac Corporation, 2021; VantageScore Solutions, 2021;

Credit Tip-Off Service, 2021). The mathematical calculations behind these

three credit scores are confidential, therefore, not public. Many research papers

applied machine learning, such as neural networks, support vector machine,

decision trees, logistic regression, fuzzy logic and genetic programming for

developing credit scoring models (Abdou & Pointon, 2011; Louzada &

Fernandes, 2016). Furthermore, Munkhdalai, Lee & Ryu (2020) proposed a

hybrid credit scoring model using neural networks and logistic regression,

while Kumar, Shanthi & Bhattacharya (2021) proposed a hybrid credit scoring

model using neural networks and k-means algorithm.
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The credit scoring model that depends only on credit history cannot be

used to gain credit scores for those individuals with little or no credit history.

Therefore, some credit bureaus have generated credit scores using additional

non-financial data, i.e., the use of rental payment records by Experian and utility

data, evictions and other variables by FICO (Djeundje et al., 2021). Besides,

the research papers that use non-financial data such as rental payment records,

utility data, criminal history, and delinquency also are reviewed by Njuguna &

Sowon (2021).

Some researchers utilized other non-financial data such as individual

characteristics, loan characteristics and behavioural variables to compute the

probability of default or credit score (Lin et al., 2017; Chamboko & Bravo,

2019). These papers involved loan characteristics such as the loan amount, loan

term, installment size, and loan interest rate. Meanwhile, the behavioural

variables included are the number of missed payments and the average length

of delinquency spells. Furthermore, Adzis et al. (2020) and Saha et al. (2021)

investigated the factors contributing to home mortgage loan default, i.e.,

individual characteristics and loan characteristics, by utilizing borrowers’

default data in Malaysia. The individual characteristics covered in the papers

mentioned above include gender, ethnicity, age, marital status, place of

residence, the status of children, level of education, occupation, income,

debt-to-income ratio, payment-to-income ratio, and others. The individual

characteristics that significantly affect the default rate according to these papers

are presented in Table 2.1.
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Table 2.1: Individual Characteristics that Significantly Affect Default Rate

Reference Individual Characteristics

Gender Age Marital
Status

Income Debt-to-income ratio or
payment-to-income

ratio

Lin et al., 2017 / / / /

Chamboko & Bravo,
2019

/ / / /

Adzis et al., 2020 /

Saha et al., 2021 / / /

In addition, some papers generated credit scoring models without

using credit history. Berg et al. (2020) proposed a credit scoring model using

only digital footprint variables such as device type, operating system, and email

host. In order to create a different model for comparison, the paper used credit

bureau scores and digital footprint variables. The paper concluded that digital

footprint variables complement rather than a substitute for credit bureau

information. Additionally, Djeundje et al. (2021) used email usage variables

such as the fraction of emails sent in certain periods, the fraction of emails sent

or received from non-top financial product providers, and the number of

contacts sent to build a credit scoring model. The paper also found that a model

that incorporates email usage and psychometric variables performs better than

a model that incorporates only individual characteristics. Shema (2019)

generated a credit scoring model only based on mobile airtime recharge or

top-up history.

2.2 Tenant screening report

Most landlords will not rent to tenants with criminal records, eviction records, or

poor credit scores. Tenant screening services provide tenant screening reports

with the tenant’s information, such as criminal records, eviction records, and

credit score databases. Landlords can use tenant screening services to decide

who to rent their property to (So, 2022). The landlords can screen potential

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



10

tenants to make more informed decisions to reduce the risk of non-payment and

avoid eviction hassle due to problematic tenants (Credit Tip-Off Service, 2023).

In United States, Experian is the first consumer reporting agency

incorporating rental history and credit history into a tenant credit check report

(Experian, 2022). Besides, TransUnion introduced “ResidentScore” which

specifically utilizes rental records data to determine the likelihood of an

eviction (TransUnion, 2021). For Malaysia, CTOS tenant screening report

provides identity verification, financial checks, litigation, bankruptcy checks,

and “know-your-customer” screening, but the credit score of the tenant is not

provided (Credit Tip-Off Service, 2022).

2.3 Performance of machine learning classifier

In machine learning, the collected data is split into training and testing data to

generate a model for a classification task. The training data is used to train the

classifier model and then the performance of the model is tested with testing

data (Xie et al., 2011). Random forest, decision tree, support vector machines

and logistic regression are examples of machine learning classifier models.

When the model correctly classifies the default class, the prediction is called a

true positive. When the model incorrectly classifies the non-default class as the

default class, the prediction is a false positive. Similarly, a false negative is an

incorrect prediction that the default class is not the default class, and a true

negative is a correct prediction of the non-default class. These four outcomes

can calculate the classification performance, i.e., accuracy, precision, and recall

(Hackeling, 2017).

Based on Hackeling (2017), there are two fundamental causes of the

machine learning classifier’s prediction error, i.e., the model’s bias and its

variance. A model with high variance overfits the training data, while a model

with high bias underfits the training data. Overfitting occurs if the accuracy of

training data is significantly higher than testing data, while underfitting occurs

if the accuracy of both training and testing data is low (Gu et al., 2016).

Besides, the receiver operating characteristic (ROC) curve is

commonly used to visualize a classifier’s performance. ROC curve plots the
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