
 

 

STOCHASTIC APPROXIMATION APPROACHES FOR DISCRETE-TIME 

NONLINEAR STOCHASTIC OPTIMAL CONTROL PROBLEM IN 

ENGINEERING APPLICATIONS 

 

 

 

 

SIM XIAN WEN 

 

 

 

 

A thesis submitted in 

fulfillment of the requirement for the award of the  

Degree of Master of Science 

Faculty of Applied Sciences and Technology 

Universiti Tun Hussein Onn Malaysia 

JUNE 2023 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



iii 

 

Dedicated to my respected supervisor, Dr. Kek Sie Long, 

who guided and led me during the study. 

 

 

To my beloved parents, 

who gave birth of me and always accompany me, 

and guiding and supporting me in all situations. 

 

 

Also to my family members and my friends, 

who have always been there for me and have made my life more colourful. 

 

 

THANK YOU VERY MUCH. 

 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



iv 

 

ACKNOWLEDGEMENT 

First, the author would like to express her sincere gratitude to her respected supervisor 

Dr. Kek Sie Long for his encouragement and guidance during the research period. 

Besides, the author sincerely thanks all lecturers who provided their help and advice 

during her study. Moreover, the author would like to thank her beloved parents for 

providing support in all aspects of her life. Finally, the author thanks her family 

members and friends, who have always supported her in all situations. 

 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



v 

 

ABSTRACT 

Decisions and control of stochastic dynamical systems are challenging tasks. This 

thesis explores the use of the stochastic approximation (SA) approach to solve discrete-

time nonlinear stochastic optimal control problems in engineering. In the presence of 

Gaussian white noise, the state dynamics become fluctuate, uncertain and incomplete 

information. So, optimizing and controlling such dynamic systems will not provide a 

satisfactory solution. Therefore, the SA for state-control (SASC) algorithm is proposed 

to associate state estimation and control law design for solving the control problem. 

Then, the optimal solution of the extended Kalman filter (EKF) is compared as a 

benchmark solution. Moreover, the variants of the SA approach, namely SA with 

momentum (SAM), Nesterov accelerated gradient (NAG), and adaptive moment 

estimation (Adam), are applied in the SASC algorithm for better iterations. For 

illustration, engineering applications, which are inverted pendulum-cart system, four-

tank system, and Duffing electrical oscillator, are studied. The simulation results 

showed that trajectories of state and output are estimated close to actual trajectories 

using the optimal control law designed. From these results, the tilt angle and the cart 

position were regulated around steady states through the optimal external force. In 

addition, the liquid levels in four tanks were optimally estimated upon the optimal 

voltages of pumps. Further, the flux and voltage of the nonlinear inductor were 

optimally calculated under the sinusoidal source voltage. The efficiency and accuracy 

of the SASC algorithm with Adam are highly recommended. In conclusion, the SASC 

algorithm is applicable for solving discrete-time nonlinear stochastic optimal control 

problems effectively. 
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ABSTRAK 

Pembuatan keputusan dan kawalan bagi sistem berdinamik stokastik adalah tugas yang 

mencabar. Tesis ini meneroka penggunaan kaedah penghampiran stokastik (SA) untuk 

menyelesaikan masalah kawalan optimum stokastik tak linear masa diskrit dalam 

kejuruteraan. Dengan kehadiran bunyi putih Gaussian, dinamik keadaan menjadi turun 

naik, tidak pasti dan maklumat tidak lengkap. Jadi, pengoptimuman dan kawalan 

sistem dinamik tersebut tidak akan memberikan penyelesaian yang memuaskan. Oleh 

itu, algoritma SA bagi keadaan-kawalan (SASC) dicadangkan supaya menggabungkan 

anggaran keadaan dan rekabentuk hukum kawalan untuk menyelesaikan masalah 

kawalan. Kemudian, penyelesaian optimum penapis Kalman lanjutan (EKF) 

diperbandingkan sebagai penyelesaian penanda aras. Selain itu, varian kaedah SA, 

iaitu SA bermomentum (SAM), kecerunan dipercepatkan Nesterov (NAG), dan 

anggaran momen penyesuaian (Adam), digunakan dalam algoritma SASC demi 

lelaran yang lebih baik. Sebagai penerangan, penggunaan kejuruteraan, iaitu sistem 

kereta-bandul terbalik, sistem empat tangki, dan pengayun elektrik Duffing, dikaji. 

Keputusan simulasi menunjukkan bahawa trajektori keadaan dan keluaran 

dianggarkan hampir dengan trajektori sebenar menggunakan hukum kawalan optimum 

yang direkabentuk. Dari keputusan ini, sudut kecondongan dan kedudukan kereta 

dapat dikawal di sekitar keadaan mantap melalui daya luaran yang optimum. Di 

samping itu, paras cecair dalam empat tangki dianggarkan secara optimum 

berdasarkan voltan optimum pam. Selanjutnya, fluks dan voltan induktor tak linear 

dikira secara optimum dengan voltan berpunca sinusoidal. Kecekapan dan ketepatan 

algoritma SASC dengan Adam amat dicadangkan. Kesimpulannya, algoritma SASC 

boleh digunakan untuk menyelesaikan masalah kawalan optimum stokastik tak linear 

masa diskrit dengan berkesan.
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CHAPTER 1 

INTRODUCTION 

1.1 General introduction 

Optimal control theory is a branch of applied mathematics and control engineering that 

uses mathematical optimization techniques to determine the optimal values of a set of 

control variables for minimizing the performance index over a dynamic system (Kirk, 

2004). In a control problem, a cost function consists of the state and control variables, 

and a dynamic system is a class of first-order differential equations (La Torre et al., 

2015). The main aim of solving the control problem is to optimize the cost function 

under the control efforts in which the system evolves toward stabilization. In recent 

years, optimal control has become a well-known research frontier area. Its 

contributions to real-world problems, both for deterministic and stochastic cases 

(Fleming and Rishel, 2012) in engineering, biology, medicine, finance, ecology, 

economics, and management, have been recognized. 

A discrete-time system is a signal processing entity that processes the discrete-

time signal (Baltar and Nossek, 2014). In the system, both the input and output are 

discrete-time signals. According to Neishtadt (2007), discrete-time is referred to the 

time in a set of integers. A dynamical system is considered nonlinear if it does not 

obey the superposition principle (Saat et al., 2017), which means its output is not 

strictly proportional to its input. In the real world, most systems are nonlinear. 

However, nonlinear systems are more difficult to analyse as they cannot be 

decomposed and solved independently. 

Moreover, optimization and control of a dynamical system, which is disturbed 

by random noises, are very challenging tasks. This is because in the presence of the 
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random effect of noises, the fluctuation behaviour arising would lead the dynamical 

system to an undesired solution. This issue has commonly happened in the real world, 

especially in engineering areas. The problem in such a stochastic dynamic system is 

commonly known as the stochastic optimal control problem (Kappen, 2008).  

In engineering applications, optimal control ensures a strategic approach to 

increase productivity and enhance the best practice of operations in engineering 

systems. Applying the optimal control in engineering can minimize redundant manual 

controls and reduce human errors that require large expenses. It also compensates for 

random disturbance, allowing engineering systems to produce a correct output even in 

the presence of disturbance (Nise, 2020). Therefore, the formulation of a mathematical 

model for studying stochastic systems is very crucial for control and decision-making 

problems in engineering.  

In particular, the linear quadratic Gaussian (LQG) model, which is a common 

mathematical model for studying the linear stochastic optimal control problem, is 

widely applied in dealing with real-world problems. The structure of the LQG model 

reveals the combination of the linear quadratic regulator (LQR) model and the Kalman 

filtering (KF) theory (Huerta et al., 2011) that provides a fundamental theory for 

solving the linear stochastic optimal control problem. Due to its simplicity, the KF 

theory is one of the most generally used approaches for tracking and estimation (Julier 

and Uhlmann, 1997). The KF theory has been the focus of extensive application and 

research since the publication of the famous paper by Kalman, which describes a 

recursive solution to the discrete data of the linear filtering problem (Kalman, 1960b). 

Since then, it has been widely used in many areas, particularly in autonomous 

navigation, which is largely upon the advancement of digital computing.  

1.2 Background of study 

The optimal control theory has a long history of more than 360 years (Sargent, 2000). 

However, it took off after the achievement of optimal trajectory prediction in 

aerospace applications in the early 1960s. In 1638, Galileo introduced two shaped 

problems, namely the catenary (Conti et al., 2017) and the brachistochrone (Nishiyama, 

2013). Newton solved these shaped problems for the first time in 1685, but the results 

did not publish until 1694. In 1696, Johann Bernoulli challenged his colleagues to 
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solve the brachistochrone problem, but Bernoulli published the solution in April 1697 

(Herrera, 1994). 

The competition sparked the interest of mathematicians in solving the 

problems of the catenary and the brachistochrone. The resulting ideas were collected 

in a book and Euler published this book in 1744. Euler generalized the problem as 

finding a curve within a given interval to minimize the cost function and the necessary 

conditions for optimality were provided (Fraser, 2005). Later, in 1755, Lagrange 

provided an analytical method based on the changes in the optimal curve, which led 

directly to the necessary conditions that were proposed by Euler. Thus, the result of 

the necessary condition was named the Euler-Lagrange equation.  

After that Legendre investigated the second variation in 1786. At the same time, 

Hamilton reconstructed the equation and introduced the function as the Hamiltonian 

function. In 1838, Jacobi introduced the Hamilton-Jacobi equation, which served as 

the basis of dynamic programming developed by Bellman over a century later 

(Sussmann and Willems, 1997). On the other hand, Weierstrass also discovered the 

excess function, which is the forerunner of the maximum principle of Bellman and 

Pontryagin.  

In 1957, Bellman proposed a new perspective on Hamilton-Jacobi theory 

called dynamic programming (Dreyfus, 2002). While McShane and Pontryagain 

extended the calculus of variations to handle control inequality constraints. In the 

1950s, Pontryagin outlined the necessary conditions for optimality in his famous 

principle of maximum. Later, Rudolf Kalman developed the formulation of the LQR 

and the KF in the 1950s (Kalman, 1960a; Bryson, 1996) to establish the modern 

control era.  

Stochastic optimal control is one of the active research areas in the control 

theory that deals with the existence of uncertainty in the observation and the 

randomness of noise disturbance in the dynamic system (Ahmed, 1973; Ahmed and 

Teo, 1974). The problem of stochastic optimal control is described as determining a 

set of admissible control to minimize an expected cost function over a general class of 

differential equations or difference equations in the presence of random disturbances 

(Adomian, 1985). In this situation, the random noise, which is known as the Gaussian 

white noise, affects the evolution of dynamic systems and the observation of state 

trajectories. 
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The state estimation, which is conducted by using the KF approach, is an 

important step in handling the stochastic dynamical system. By considering the errors 

of state and output, the KF approach provides the optimal state estimate for the linear 

dynamic systems, while the extended KF (EKF) approach is the common method used 

for estimating the state of nonlinear dynamic systems (Bryson and Ho, 1975). In other 

words, the state estimation problem can be defined as a stochastic optimization 

problem over the stochastic dynamic system. The aim is to obtain the optimal state 

estimate in which the sum of squares errors of state and output are minimized. With 

the state estimate, the optimal control law (Lewis et al., 2012) can be designed to 

minimize the performance index of the dynamic system.    

On the other hand, the stochastic approximation (SA) approach (Spall, 2005), 

which is also known as the stochastic gradient descent (SGD) method, is an efficient 

method for solving stochastic optimization problems. It was first proposed by Robbins 

and Monro (1951), and then Kiefer and Wolfowitz (1952) released a paper to discuss 

the use of the SA to the regression problem. Since the gradient descent, which was 

invented by Cauchy in 1947, converges to a local minimum quite slowly, this 

limitation can be addressed by using the SGD method. Nowadays, the SGD method is 

recognized as one of the famous optimization approaches in machine learning.  

Recently, the SA approach has been the central efficient and effective 

optimization method in machine learning, such as deep learning, supervised learning, 

unsupervised learning, and reinforcement learning (Sun et al., 2019). Nevertheless, the 

applicability of the SA approach in handling stochastic optimal control problems shall 

be further investigated as it can be used to minimize errors between the predicted 

results and the actual observation. Hence, in our study, the SA approach will be applied 

to estimate the state of dynamical systems, in turn, to design the optimal control law 

for solving discrete-time nonlinear stochastic optimal control problems. 

Moreover, some recent variants of the SA approach have been developed for 

solving stochastic optimization problems. The SA with momentum (SAM) replaces 

the current gradient with momentum, which is an aggregate of the gradient (Karim, 

2018), to update the weight instead of relying solely on the current gradient. Then, a 

similar update is implemented using Nesterov accelerated gradient (NAG), where the 

projected gradients are used. Subsequently, the adaptive moment estimation (Adam) 

that computes adaptive learning rates for each parameter is proposed. So, applying 

these variants of the SA approach, we want to identify the accuracy of these methods 
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for state estimation and the efficiency of the optimal control design when solving 

discrete-time nonlinear stochastic optimal control problems.   

1.3 Statement of problem 

In the presence of Gaussian white noise in dynamic systems, the state dynamics 

become fluctuate, and the entire state trajectory is uncertain. This behaviour arises 

obviously in stochastic optimal control problems. Since the Gaussian white noise has 

zero mean and finite variance, it is a common noise consideration in the simulation of 

stochastic optimal control problems compared with colour noise, which the mean and 

variance are unknown. When taking the expectation, the state propagation seems to be 

a deterministic state equation. However, without the complete state information, 

optimizing and controlling a dynamic system will not provide a satisfactory solution, 

and even the exact solution is impossible to obtain. Therefore, using the appropriate 

computational technique for solving the stochastic optimal control problem is 

becoming a must-use tool, especially under incomplete or partially complete state 

information (Lewis et al., 2012). Thus, an efficient computational approach shall be 

developed and proposed for solving the stochastic optimal control problem from a 

practical perspective. 

In past studies, the KF method has been applied for navigation, tracking, and 

estimation because of its simplicity and tractable. However, the application of the KF 

method to a nonlinear system can be more challenging. Since the KF method assumes 

that the system and observation model equations are both linear, this is not realistic in 

many real-life situations. In a nonlinear system, the linearization procedure is usually 

needed in deriving a filtering algorithm. The most common approach is to use the EKF 

approach. But the EKF approach requires the first-order derivative for the process 

model and the output model, which is costly, difficult to implement, and only reliable 

for systems that are almost linear on the time scale of the update intervals (Julier and 

Uhlmann, 1997). Moreover, using the nonlinear filtering theory to estimate the state 

dynamics would be computationally demanding and the design of the optimal control 

law is less accurate in a practical sense (Ahmed and Teo, 1974). Hence, an efficient 

computational algorithm is required to resolve these weaknesses.  
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Therefore, the study in this thesis aims to propose an efficient computational 

method of the SA for estimating the state dynamic and designing the optimal control 

in solving the discrete-time nonlinear stochastic optimal control problem. In our study, 

the iterative algorithm, which is called the SA for state-control (SASC) algorithm, is 

proposed for the state estimation and control law design. This algorithm only requires 

the initial value of the state error covariance matrix, unlike the KF approach needs to 

derive the equation of the state error covariance matrix. The SASC algorithm will 

include the SA variants, which are SAM, NAG, and Adam approaches, for handling 

nonlinear stochastic optimal control problems, and their accuracy and efficiency will 

be examined.  

1.4 Objectives of study 

The objectives of the study in this thesis are given as follows: 

(a) To propose the SASC algorithm for estimating the state dynamic and designing 

the control law for solving discrete-time nonlinear stochastic optimal control 

problems. 

(b) To compare the accuracy of the SASC algorithm with the EKF algorithm 

through mean square errors for solving discrete-time nonlinear stochastic 

optimal control problems. 

(c) To verify the efficiency of the SA variants, namely SAM, NAG and Adam 

approaches, in the SASC algorithm for solving discrete-time nonlinear 

stochastic optimal control problems. 

1.5 Scope of study 

In this study, an efficient computational approach of SA, which is called the SASC 

algorithm, is discussed for solving stochastic optimal control problems in engineering 

applications. The SA approach and the recent variants of the SA approach are further 

investigated to carry out the state estimation and to design the optimal control law. 

These SA approach variants are SAM, NAG and Adam. Three engineering application 

examples, which are the inverted pendulum-cart system, the four-tank system, and the 

Duffing electrical oscillator model, are studied for illustration. These problems are 
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defined as discrete-time nonlinear stochastic optimal control problems and are solved 

by using the SASC algorithm. The accuracy and efficiency of the SASC algorithm are 

compared with the EKF algorithm for verification.   

1.6 Significance of study 

This study is important and useful in various disciplines, particularly in engineering 

applications. Here, the engineering application is defined as the applied mathematical 

model that shows practical usage in engineering. The efficient computational approach, 

which satisfies the certainty equivalence property, is proposed in this study to solve 

discrete-time nonlinear stochastic optimal control problems. The methodology of the 

computational approach is discussed and the applicability of the computational 

approach in engineering applications is verified. In summary, the following 

contributions are aimed: 

(a) An efficient computational approach for solving nonlinear stochastic optimal 

control problems is proposed, where the SA approach is employed. This 

computational approach is named the SASC algorithm.  

(b) An improvement in the design of the control law through the SA updating rule 

is carried out for incorporating the state estimation. 

(c) The illustrative examples of the stochastic optimal control problem in 

engineering applications are studied, where the accuracy and efficiency of the 

SASC algorithm and its variants are proven. 

 

Here, the outcome of this study is expected to provide the optimal decision 

strategy for stochastic optimal control problems, which is very useful in many 

disciplines, particularly in engineering. For this purpose, three examples, which are 

the inverted pendulum cart system, four-tank system, and Duffing electrical oscillator 

model, are illustrated.  

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 

 

REFERENCES 

Adomian, G. (1985). Nonlinear Stochastic Dynamical Systems in Physical Problems. 

Journal of Mathematical Analysis and Applications, 111(1), pp. 105-113. 

Afraĭmovich, V. S. and Hsu, S. B. (2003). Lectures on chaotic dynamical systems. 

United States: American Mathematical Society. 

Ahmed, N. U. (1973). Optimal Control of Stochastic Dynamical Systems. Information 

and Control, 22, pp. 13-30. 

Ahmed, N. U. and Teo, K. L. (1974). Optimal Feedback Control for a class of 

stochastic systems. International Journal of Systems Science, 5, pp. 357-365. 

Alghassab, M., Mahmoud, A. and Zohdy, M. A. (2017). Nonlinear control of chaotic 

forced Duffing and van der Pol oscillators. International Journal of Modern 

Nonlinear Theory and Application, 6(01), pp. 26. 

Altabey, W. A. (2016). Model optimal control of the four-tank system. International 

Journal of Systems Science and Applied Mathematics, 1(4), pp. 30-41. 

Altman, E., De Pellegrini, F., Miorandi, D. and Neglia, G. (2016). Adaptive Optimal 

Stochastic Control of Delay-Tolerant Networks. Institute of Electrical and 

Electronics Engineers Transaction on Mobile Computing, 16(7), pp. 1815-1829. 

Andradóttir, S. (1996). A Scaled Stochastic Approximation Algorithm. Management 

Science, 42(4), pp. 475-498. 

Arouri, Y. and Sayyafzadeh, M. (2022). An adaptive moment estimation framework 

for well placement optimization. Computational Geosciences, 26, pp. 957-973. 

Baez, G. R., García, H., Grosenick, D. and Wabnitz, H. (2020). Implementation of the 

extended Kalman filter for determining the optical and geometrical properties of 

turbid layered media by time-resolved single distance 

measurements. Biomedical Optics Express, 11(1), pp. 251-266. 

Baltar, L. G. and Nossek, J. A. (2014). Discrete-Time Signals and Systems. Academic 

Press Library in Signal Processing, 1, pp. 79-112. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



105 

 

 

Bishop, G. and Welch, G. (2001). An introduction to the Kalman filter. Proceedings 

of SIGGRAPH 2001. Los Angeles: University of North Carolina at Chapel Hill. 

pp. 19-34. 

Bock, S. and Weiß, M. (2019). A proof of local convergence for the Adam optimizer. 

2019 International Joint Conference on Neural Networks (IJCNN). Hungary: 

IEEE. pp. 1-8. 

Bottou, L. (2012). Stochastic gradient descent tricks. in Montavon, G., Orr, G. B., 

Müller, KR. (Ed.). Neural networks: Tricks of the trade. Heidelberg: Springer. 

pp. 421-436. 

Breuer, L. (2014). Introduction to stochastic processes. Lecture Notes. Canterbury: 

University of Kent. pp. 3-4. 

Brin, M. and Stuck, G. (2002). Introduction to dynamical systems. Cambridge: 

Cambridge University Press. 

Brownlee, J. (2021). Difference Between Backpropagation and Stochastic Gradient 

Descent. Retrieved on May 6, 2021, from https://machinelearningmastery.com/ 

difference-between-backpropagation-and-stochastic-gradient-descent/  

Bryson, A. E. (1996). Optimal control-1950 to 1985. IEEE Control Systems Magazine, 

16(3), pp. 26-33. 

Bryson, A.E. and Ho, Y. C. (1975). Applied Optimal Control: Optimization, 

Estimation, and Control. New York: Taylor & Francis. 

Bushaev, V. (2018). Understanding RMSprop-faster neural network learning. 

Retrieved on June 16, 2021, from https://towardsdatascience.com/ 

understanding-rmsprop-faster-neural-network-learning-62e116fcf29a 

Chakraborty, S. (2014). An experimental study for stabilization of inverted pendulum. 

National Institute of Technology: Doctoral dissertation. 

Chau, M. and Fu, M. C. (2015). An Overview of Stochastic Approximation. Handbook 

of Simulation Optimization. New York: Springer. pp. 149–178. 

Chong, E.K.P. and Zak, S.H. (2013). An Introduction to Optimization. 2nd ed. Hoboken: 

John Wiley & Sons, Inc.  

Conti, G., Paoletti, R. and Trotta, A. (2017). The Catenary in History and Applications 

(La Catenaria nella Storia e nelle Applicazioni). Science & Philosophy, 5(2), 

pp. 69-94. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH

https://machinelearningmastery.com/%20difference-between-backpropagation-and-stochastic-gradient-descent/
https://machinelearningmastery.com/%20difference-between-backpropagation-and-stochastic-gradient-descent/
https://towardsdatascience.com/%20understanding-rmsprop-faster-neural-network-learning-62e116fcf29a
https://towardsdatascience.com/%20understanding-rmsprop-faster-neural-network-learning-62e116fcf29a


106 

 

 

De Canete, J. F., Galindo, C. and Garcia-Moral, I. (2011). System Engineering and 

Automation: An Interactive Educational Approach. Berlin: Springer Science & 

Business Media. 

Dhobaley, S., Bhopale, P. and Pandey, A. (2014). LMI based control for balancing an 

Inverted Pendulum Mobile Robot. International Journal of Engineering 

Research, 3(4), pp. 2023-2026. 

Dreyfus, S. (2002). Richard Bellman on the birth of dynamic programming. 

Operations Research, 50(1), pp. 48-51. 

Eide, R., Egelid, P. M. and Karimi, H. R. (2011). LQG control design for balancing an 

inverted pendulum mobile robot. Intelligent Control and Automation, 2(2), pp. 

160-166.  

Electrical4U. (2020). Types of Control Systems: Linear and Non-Linear Control 

System. Retrieved on May 28, 2021, from  https://www.electrical4u.com/types-

of-systems-linear-and-non-linear-system/ 

Fleming, W. H. and Rishel, R. W. (2012). Deterministic and stochastic optimal control. 

Berlin: Springer Science & Business Media. 

Fraser, C. G. (2005). Leonhard Euler, book on the calculus of variations (1744). in 

Landmark Writings in Western Mathematics 1640-1940. Elsevier Science. pp. 

168-180. 

Gu, P., Tian, S. and Chen, Y. (2019). Iterative learning control based on Nesterov 

accelerated gradient method. IEEE Access, 7, pp. 115836-115842. 

Gylberth, R. (2018). Momentum Method and Nesterov Accelerated Gradient. 

Retrieved on April 24, 2021, from https://medium.com/konvergen/momentum-

method-and-nesterov-accelerated-gradient-487ba776c987 

György, K. (2019). The LQG Control Algorithms for Nonlinear Dynamic 

Systems. Procedia Manufacturing, 32, pp. 553-563. 

Hadgu, A. T., Nigam, A. and Diaz-Aviles, E. (2015). Large-scale learning with 

AdaGrad on Spark. 2015 IEEE International Conference on Big Data (Big Data). 

IEEE. pp. 2828-2830. 

Hadwin, P. J. and Peterson, S. D. (2017). An extended Kalman filter approach to non-

stationary Bayesian estimation of reduced-order vocal fold model 

parameters. The Journal of the Acoustical Society of America, 141(4), pp. 2909-

2920. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH

https://www.electrical4u.com/types-of-systems-linear-and-non-linear-system/
https://www.electrical4u.com/types-of-systems-linear-and-non-linear-system/
https://medium.com/konvergen/momentum-method-and-nesterov-accelerated-gradient-487ba776c987
https://medium.com/konvergen/momentum-method-and-nesterov-accelerated-gradient-487ba776c987


107 

 

 

Harb, A. M., Zaher, A. A., Al-Qaisia, A. A. and Zohdy, M. A. (2007). Recursive 

backstepping control of chaotic Duffing oscillators. Chaos, Solitons & 

Fractals, 34(2), pp. 639-645. 

Hayden, E., Assante, M. and Conway, T. (2014). An abbreviated history of automation 

& industrial controls systems and cybersecurity. SANS Analyst Whitepaper, pp. 

1-29. 

Herrera, M. (1994). Galileo, Bernoulli, Leibniz and Newton around the 

brachistochrone problem. Revista Mexicana de Fisica, 40(3), pp. 459-475. 

Hoang, N. D. (2020). Image Processing-Based Spall Object Detection Using Gabor 

Filter, Texture Analysis, and Adaptive Moment Estimation (Adam) Optimized 

Logistic Regression Models. Advances in Civil Engineering, 2020, pp. 1-16. 

Huerta, F., Pizarro, D., Cobreces, S., Rodriguez, F. J., Giron, C. and Rodriguez, A. 

(2011). LQG servo controller for the current control of LCL grid-connected 

voltage-source converters. IEEE Transactions on Industrial Electronics, 59(11), 

pp. 4272-4284. 

Iswanto, I. A. and Li, B. (2017). Visual object tracking based on mean-shift and 

particle-Kalman filter. Procedia computer science, 116, pp. 587-595. 

Javaheri, A., Lautier, D. and Galli, A. (2003). Filtering in finance. Wilmott, 5, pp. 67-

83. 

Jiang, Y., Huang, Y., Xue, W. and Fang, H. (2017). On designing consistent extended 

Kalman filter. Journal of Systems Science and Complexity, 30(4), pp. 751-764. 

Jiménez-Lizárraga, M., Basin, M. and Rodriguez-Ramirez, P. (2011). Robust Control 

of a Nonlinear Electrical Oscillator Modeled by Duffing Equation. IFAC 

Proceedings Volumes, 44(1), pp. 5789-5794. 

Johansson, K. H. (2000). The quadruple-tank process: A multivariable laboratory 

process with an adjustable zero. IEEE Transactions on control systems 

technology, 8(3), pp. 456-465. 

Johansson, K. H., Horch, A., Wijk, O. and Hansson, A. (1999). Teaching multivariable 

control using the quadruple-tank process. Proceedings of the 38th IEEE 

Conference on Decision and Control (Cat. No. 99CH36304). Phoenix: IEEE. 

pp. 807-812. 

Jones, B. K. and Trefan, G. (2001). The Duffing oscillator: A precise electronic analog 

chaos demonstrator for the undergraduate laboratory. American Journal of 

Physics, 69(4), pp. 464-469. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



108 

 

 

Julier, S. J. and Uhlmann, J. K. (1997). New extension of the Kalman filter to nonlinear 

systems. Proceedings SPIE 3068, Signal Processing, Sensor Fusion, and 

Target Recognition VI. Orlando: Spie. pp. 182-193. 

Julier, S. J. U. and Uhlmann, J. K. (2004). Unscented filtering and nonlinear estimation. 

Proceedings of the IEEE, 92(3), pp. 401-422. 

Kalman, R. E. (1960a). Contributions to the theory of optimal control. Boletin de la 

Sociedad Matematica Mexicana, 5(2), pp. 102-119. 

Kalman, R. E. (1960b). A new approach to linear filtering and prediction problems. 

Journal of Basic Engineering, 82(1), pp. 35-45. 

Kappen, H. J. (2008). Stochastic optimal control theory. International Council for 

Machinery Lubrication. Netherlands: Radboud University. 

Karim, R. (2018). 10 Stochastic Gradient Descent Optimisation Algorithms + 

Cheatsheet. Retrieved on May 10, 2022, from https://towardsdatascience.com/ 

10-gradient-descent-optimisation-algorithms-86989510b5e9 

Kashyap, R., Jaggi, N. and Pratap, B. (2019). Robust controller design and 

performance analysis of four-tank coupled system. 2019 1st International 

Conference on Signal Processing, VLSI and Communication Engineering 

(ICSPVCE). Delhi: IEEE. pp. 1-6. 

Khoeiniha, M., Zarabadipour, H. and Fakharian, A. (2012). Nonlinear electrical circuit 

oscillator control based on backstepping method: a genetic algorithm 

approach. Mathematical Problems in Engineering, 2012, pp. 1-14. 

Kiefer, J. and Wolfowitz, J. (1952). Stochastic estimation of the maximum of a 

regression function. The Annals of Mathematical Statistics, 23(3), pp. 462-466. 

Kim, Y. and Bang, H. (2018). Introduction to Kalman filter and its applications. 

Introduction and Implementations of the Kalman Filter, 1, pp. 1-16. 

Kirk, D.E. (2004). Optimal Control Theory: An Introduction. Mineola: Dover 

Publications. 

Korsch, H. J., Jodl, H. J. and Hartmann, T. (2007). Chaos: a program collection for 

the PC. Berlin: Springer Science & Business Media. 

Kumar, B. A., Jeyabharathi, R., Surendhar, S., Senthilrani, S. and Gayathri, S. (2019). 

Control of Four Tank System Using Model Predictive Controller. 2019 IEEE 

International Conference on System, Computation, Automation and Networking 

(ICSCAN). Pondicherry: IEEE. pp. 1-5. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH

https://towardsdatascience.com/%2010-gradient-descent-optimisation-algorithms-86989510b5e9
https://towardsdatascience.com/%2010-gradient-descent-optimisation-algorithms-86989510b5e9


109 

 

 

Kyprianidis, I. M., Volos, C., Stouboulos, I. N. and Hadjidemetriou, J. (2006). 

Dynamics of two resistively coupled Duffing-type electrical 

oscillators. International Journal of Bifurcation and Chaos, 16(6), pp. 1765-

1775. 

La Torre, D., Kunze, H., Ruiz-Galan, M., Malik, T. and Marsiglio, S. (2015). Optimal 

control: theory and application to science, engineering, and social sciences. 

Abstract and Applied Analysis, 2015, pp. 1-2. 

Lautier, D. (2002). The Kalman filter in finance: An application to term structure 

models of commodity prices and a comparison between the simple and the 

extended filters. Paris: Université Paris-Dauphine. 

Lewis, F. L., Vrabie, D. L. and Syrmos, V. L. (2012). Optimal Control. 3rd ed. 

Hoboken: John Wiley & Sons. 

Lim, Y. Y., Hoo, C. L. and Wong, Y. M. F. (2018). Stabilising an inverted pendulum 

with PID controller. MATEC Web of Conferences. EDP Sciences. pp. 1-14. 

Liu, Y., Gao, Y. and Yin, W. (2020). An improved analysis of stochastic gradient 

descent with momentum. Advances in Neural Information Processing Systems, 

33, pp. 18261-18271. 

Loizou, N. and Richtárik, P. (2020). Momentum and stochastic momentum for 

stochastic gradient, newton, proximal point and subspace descent 

methods. Computational Optimization and Applications, 77(3), pp. 653-710. 

Lundberg, K. H. and Barton, T. W. (2010). History of inverted-pendulum 

systems. IFAC Proceedings Volumes, 42(24), pp. 131-135. 

Mai, V. and Johansson, M. (2020). Convergence of a Stochastic Gradient Method with 

Momentum for Non-Smooth Non-Convex Optimization. Proceedings of the 37th 

International Conference on Machine Learning. PMLR. pp. 6630-6639. 

McGee, L. A. and Schmidt, S. F. (1985). Discovery of the Kalman Filter as a Practical 

Tool for Aerospace and Industry. Washington: National Aeronautics and Space 

Administration. 

Mercangöz, M. and Doyle, F. J. (2007). Distributed model predictive control of an 

experimental four-tank system. Journal of process control, 17(3), pp. 297-308. 

Montella, C. (2011). The Kalman filter and related algorithms: A literature review. 

Research Gate. pp. 1-17. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



110 

 

 

Motwani, A., Sharma, S. K., Sutton, R. and Culverhouse, P. (2013). Interval Kalman 

filtering in navigation system design for an uninhabited surface vehicle. The 

Journal of Navigation, 66(5), pp. 639-652. 

Moura, S. (2018). Energy Systems and Control- Chapter 2: State Estimation. Berkeley: 

University of California. 

Mukkamala, M. C. and Hein, M. (2017). Variants of RMSProp and Adagrad with 

logarithmic regret bounds. Proceedings of the 34th International Conference on 

Machine Learning. PMLR. pp. 2545-2553. 

Nasir, A. N. K., Ahmad, M. A. and Rahmat, M. F. A. (2008). Performance comparison 

between LQR and PID controllers for an inverted pendulum system. AIP 

Conference Proceedings. American Institute of Physics. pp. 124-128. 

Neishtadt, A. (2007). Lectures on Dynamical Systems. Mathematics Access Grid 

Instruction and Collaboration (MAGIC) consortium. Leicestershire: 

Loughborough University. 

Nise, N. S. (2020). Control systems engineering. 8th ed. Hoboken: John Wiley & Sons. 

Nishiyama, Y. (2013). The brachistochrone curve: The problem of quickest descent. 

International Journal of Pure and Applied Mathematics, 82(3), pp. 409-419.   

Noor, S. B. M. (2010). Model Predictive Control Design for a Nonlinear Four-Tank 

System. IFAC Proceedings Volumes, 43(8), pp. 382-387. 

Polyak, B. T. (1964). Some methods of speeding up the convergence of iteration 

methods. Ussr computational mathematics and mathematical physics, 4(5), pp. 

1-17. 

Prasad, P. (2016). The Performance Analysis of Four Tank System For Conventional 

Controller and Hybrid Controller. International Research Journal of 

Engineering and Technology (IRJET), 3(6), pp. 2182-2187. 

Prasad, L. B., Tyagi, B. and Gupta, H. O. (2014). Optimal control of nonlinear inverted 

pendulum system using PID controller and LQR: performance analysis without 

and with disturbance input. International Journal of Automation and 

Computing, 11(6), pp. 661-670. 

Prashanth, L. A., Bhatnagar, S., Fu, M. and Marcus, S. (2016). Adaptive System 

Optimization Using Random Directions Stochastic Approximation. Institute of 

Electrical and Electronics Engineers Transaction on Automatic Control, 62(5), 

pp. 2223-2238. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



111 

 

 

Prusty, S. B., Pati, U. C. and Mahapatra, K. K. (2019). Model Based Predictive Control 

of the Four Tank System. Advances in System Optimization and Control. 

Singapore: Springer. pp. 249-260. 

Rao, C. V. N., Murty, M. S. N. and Potnuru, D. (2020). Control of Four Tank System 

using Grasshopper Algorithm. 2020 IEEE India Council International 

Subsections Conference (INDISCON). Visakhapatnam: IEEE. pp. 200-203. 

Renard, P., Alcolea, A. and Gingsbourger, D. (2013). Stochastic versus deterministic 

approaches. in Wainwright, J. and Mulligan, M. (Ed.).  Environmental 

Modelling: Finding Simplicity in Complexity, 2nd ed. Hoboken: John Wiley & 

Sons. pp. 133-149. 

Robbins, H., and Monro, S. (1951). A stochastic approximation method. The annals 

of mathematical statistics, 22(3), pp. 400-407. 

Roberge, J. K. (1960). The mechanical seal. Massachusetts Institute of Technology: 

Bachelor Thesis. 

Saat, M. S. M., Nguang, S. K. and Nasiri, A. (2017). Analysis and Synthesis of 

Polynomial Discrete-Time Systems:An SOS Approach. Cambridge: Butterworth-

Heinemann. 

Sargent, R. W. H. (2000). Optimal control. Journal of Computational and Applied 

Mathematics, 124(1-2), pp. 361-371. 

Singh, G. (2020). From SGD to Adam. Retrieved on June 28, 2021, from 

https://medium.com/mdr-inc/from-sgd-to-adam-c9fce513c4bb 

Skoglund, M. A., Hendeby, G. and Axehill, D. (2015). Extended Kalman filter 

modifications based on an optimization view point. 2015 18th International 

Conference on Information Fusion (Fusion). Washington: IEEE. pp. 1856-1861. 

Spall, J. C. (2005). Introduction to stochastic search and optimization: estimation, 

simulation, and control. Hoboken: John Wiley & Sons. 

Stojiljković, M. (2021). Stochastic Gradient Descent Algorithm With Python and 

NumPy. Retrieved on May 6, 2021, from https://realpython.com/gradient-

descent-algorithm-python/ 

Strogatz, S. H. (2018). Nonlinear dynamic and chaos with student solutions manual: 

With applications to physic, biology, chemistry, and engineering. 2nd ed. Boca 

Raton: CRC Press.  

Su, W., Chen, L., Wu, M., Zhou, M., Liu, Z. and Cao, W. (2017). Nesterov accelerated 

gradient descent-based convolution neural network with dropout for facial 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH

https://medium.com/mdr-inc/from-sgd-to-adam-c9fce513c4bb
https://realpython.com/gradient-descent-algorithm-python/
https://realpython.com/gradient-descent-algorithm-python/


112 

 

 

expression recognition. 2017 11th Asian Control Conference (ASCC). Gold 

Coast: IEEE. pp. 1063-1068. 

Sun, S., Cao, Z., Zhu, H., and Zhao, J. (2019). A survey of optimization methods from 

a machine learning perspective. IEEE transactions on cybernetics, 50(8), pp. 

3668-3681. 

Sussmann, H. J., and Willems, J. C. (1997). 300 years of optimal control: from the 

brachystochrone to the maximum principle. IEEE Control Systems Magazine, 

17(3), pp. 32-44. 

Sutskever, I., Martens, J., Dahl, G. and Hinton, G. (2013). On the important of 

initialization and momentum in deep learning. International Conference on 

Machine Learning, 28, pp. 1139-1147. 

Tang, S., Shen, C., Wang, D., Li, S., Huang, W. and Zhu, Z. (2018). Adaptive deep 

feature learning network with Nesterov momentum and its application to rotating 

machinery fault diagnosis. Neurocomputing, 305, pp. 1-14. 

Tangirala, A. K. (2018). Principles of system identification: Theory and practice. 1st 

ed. Boca Raton: CRC Press. 

Teo, K.L, Li, B., Yu, C. and Rehbock, V. (2021). Applied and Computational Optimal 

Control: A Control Parametrization Approach. Denmak: Springer Cham. 

Udwadia, F.E. and Kalaba, R.E. (2002). On the foundations of analytical 

dynamics. International Journal of non-linear mechanics, 37(6), pp. 1079–

1090. 

Vadigepalli, R., Gatzke, E. P. and Doyle, F. J. (2001). Robust control of a multivariable 

experimental four-tank system. Industrial and engineering chemistry 

research, 40(8), pp. 1916-1927. 

Wang, R., Deng, J. and Jing, Z. (2006). Chaos control in Duffing system. Chaos, 

Solitons & Fractals, 27(1), pp. 249-257.  

Werndl, C. (2013). On choosing between deterministic and indeterministic models: 

Underdetermination and indirect evidence. Synthese, 190(12), pp. 2243-2265. 

Zou, F., Shen, L., Jie, Z., Zhang, W. and Liu, W. (2019). A sufficient condition for 

convergences of adam and rmsprop. Proceedings of the IEEE/CVF Conference 

on Computer Vision and Pattern Recognition (CVPR). Long Beach: IEEE. pp. 

11127-11135. 

PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH



 

 

VITA 

 The author was born on July 08, 1996, in Segamat, Johor, Malaysia. She went 

to Sekolah Jenis Kebangsaan (Cina) Chaah, Chaah, Johor, Malaysia for her primary 

school and Sekolah Menengah Kebangsaan Seri Bali, Chaah, Johor, Malaysia for her 

secondary school. She furthered her pre-university studies in Sekolah Menengah 

Kebangsaan Labis, Labis, Johor, Malaysia. Then, she pursued her degree at the 

Universiti Tun Hussein Onn Malaysia Pagoh, Panchor, Johor, Malaysia and graduated 

with the Bachelor of Science (Mathematics Technology) with Honours in 2020. She 

worked as a QA inspector during her internship in Top Speed Precision Engineering 

Sendirian Berhad, Muar, Johor, Malaysia. She experienced in working as a data analyst 

in Lifewood Data Technology Sendirian Berhad, Kuala Lumpur, Malaysia for five 

months. Now, she is pursuing a master’s degree at the Universiti Tun Hussein Onn 

Malaysia Pagoh, Panchor, Johor, Malaysia in Master of Science by Research. PTTA
PERP

UST
AKA
AN 
TUN
KU T

UN 
AMI
NAH




